About

As more and more cameras are deployed in
public places and even in individual homes,
the amount of frequency data generated is
undoubtedly increasing rapidly. The data
scale has increased from gigabytes to tera-
bytes to petabytes, and the video surveil-
lance data of a medium-sized city can reach
more than petabytes in just one day.

The information contained in these videos
can effectively solve the challenges in many
fields of our life,and has been widely used in
traffic management, social security, produc-
tion safety and other fields.
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Spring Boot is designed to simplify the creatior
of production-level Spring applications and ser-
vices, simplifying configuration files.

Spring Cloud is a microservice framework de-
veloped based on the spring Boot framework,
providing a set of microservice solutions.

MongoDB is used to save data, which can meet
the application of small-scale systems.

MQ can accumulate data in a short period of
time to prevent a large amount of information
from flooding into the database and causing
system crashes during peak requests.

Apout Gstreamer

1.A framework for creating streaming media
applications.

2.Designed to simplify the process of writing
applications that handle audio or video.

3.Based on plug-ins that will provide various
codecs and other capabilities.



Architecture

Three-tier architecture
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Front-end processing layer

Front-end processing layer: the live video
streams are first received through the video
analysis service.

Storage layer: be converted into structured
data through the message queue of the analy-
sis and storage layer.

Interface layer: applications can access these
data to meet different requirements.

Microservice Architecture
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First, the real-time data stream information will
enter the video analysis system for analysis.
The system sends the results to the message
queue.

The application system will obtain the required

analysis data through subscription service. Both
the application system and the message queue
have access to the data warehouse.

Finally, the application system will provide ser-
vices for the applications that people use.



Challenges
Techunical

1. Not famdiior withv jni interfoce and how to
unplement jni callback

After completing the video parsing algorithunm, ne weed to
unplement Hhe jnd functlon n c++, and call the calllpack n-

terfoce of the jova weh service after detecting the target. How -
ever, ue do not hane any relevoant experience un Hhis part.

2. Data Overflow

In the code for the appsink data owtput, tHhe code always
overflows data n the buffer ue use.

3. The recognitfion resudt v unaccurate

When ldentifying targets, it s mpossible to circle all Hee toar-
gets, and sometimes Hhere are multiple returned results, but
not all targets con e detected in every frome.

Nown -Techuricaol

1. Communication Restrictions

Since some students hove internships at the end of
Hre semester ano oo not live on campus, (& s dUffi-
tutors.

2. Droawuwng restrictions

Siunce ue do not have professional desiguners, ue have
encountered Aifficulties un drowing architecture oi—
agroms, system Llogie diagrams and related diagran
beowtification cormendence , and Wt fakes a cerfoin
omount of fume fo faniliarize ouwrselves witivthe

Renvteaw

What we worked well

Communication with mentors and clients was relatively smooth.
Our doubts during the project process were basically given timely
feedback, and it also helped us a lot to complete the documents.
And in the web and video analysis part of the project, we imple-

mented the vision very well.
What Didn't Worked Well

Some members are not familiar with the interface, and we spend

more time implementing the call logic of our system. At the same
time, during the completion of the project, we sometimes did not
make timely backups and debug the code modularly, which cost a

certain amount of time.



Target

This project’s target is going to create a video analy-
sis framework based on Gstreamer.

Complete the video stream decoding processing.

Analyze the video stream parsing code writing, and
analyze the real-time video stream.

Finally, it should realize the function of parsing
multiple video streams, which can convey the analy-
sis results to the web page for display.

It also should provide the function of visual render-
ing of video analysis results. into the video stream
with playback in the web portal.

lilestones

1) CONSTRUCT HARDWARE AND BUILD DEVELOPMENT

ENVIRONMENT

2) BUILD ARCHITECTURE OF THE PROJECT
3) CORE SYSTEM CODE DESIGN

4) TEST AND OPTIMIZATION

5) REPORTS WRITING
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Three -tier architecture
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Front-end processing layer

Front-end processing layer: the live video
streams are first received through the video
analysis service.

Components

Spring Boot is designed to simplify the creation
of production-level Spring applications and ser-
vices, simplifying configuration files.

Storage layer: be converted into structured
data through the message queue of the analy-
sis and storage layer.

Interface layer: applications can access these
data to meet different requirements.

Microservice Architecture
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Spring Cloud

Spring Cloud is a microservice framework de-
veloped based on the spring Boot framework,
providing a set of microservice solutions.

MongoDB is used to save data, which can meet
the application of small-scale systems.
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MQ can accumulate data in a short period of
time to prevent a large amount of information
from flooding into the database and causing
system crashes during peak requests.

About Gstreamer

1.A framework for creating streaming media
applications.

First, the real-time data stream information will
enter the video analysis system for analysis.
The system sends the results to the message
queue.

The application system will obtain the required

analysis data through subscription service. Both

2.Designed to simplify the process of writing

o . . the application system and the message queue
applications that handle audio or video.

have access to the data warehouse.

3.Based on plug-ins that will provide various

- Finally, the application system will provide ser-
codecs and other capabilities.

vices for the applications that people use.
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Challenges
Techunical
1. Not famidior withhv jni interfoce and how to
unplement jni callback
After completing the video parsing algorithun, ne need to
mplement the jnl function un c++, and call the callback tn-

terface of the jova weh service after detecting the target. How -
ener, ue do not hane any relevont exjperience i His part.

2. Dota Overflow
In the code for tHhe appsink data owtput, e code always
overflows data n the buffer ue wuse.

3. The recognitfion resudt s unaccwrate

When (dentifying targets, it s umpossible to circle all the tor-
gets, and sometiumes Here are multiyple refurved resuldts, but
not sl targets con pe detected i every frome.

Now -Techunical
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Since some students have internships at Hhe end of
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Review

What we worked well

Communication with mentors and clients was relatively smooth.
Our doubts during the project process were basically given timely
feedback, and it also helped us a lot to complete the documents.
And in the web and video analysis part of the project, we imple-

mented the vision very well.
What Dida't Worked Well

Some members are not familiar with the interface, and we spend

more time implementing the call logic of our system. At the same
time, during the completion of the project, we sometimes did not
make timely backups and debug the code modularly, which cost a

certain amount of time.



